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Editor’s Foreword

Dcode  is draft 5 of a background paper for Work Package 2 of SpotlightsTN written by the editor as Chairman of the scientific committee of the Spotlights Thematic Network (2000-2001) financed under the 5th Framework Programme.
As compared to the first four versions
, this final version incorporates all received comments from members of the Scientific Committee and other SpotlightsTN partners, as well as decisions taken in Brussels at the Dcode Workshop of October 25, 2000, and at the Mdir Workshop of December 12, 2000, as well as at the SpotlightsTN Final Conference of February 21-22, 2002. Modifications reflect overwhelming majority opinions expressed about the original framework of March 5, 2000, that was generally well received. Disagreements of individual members on specific points are handled in footnotes. 

This final version also incorporates in Section 8 (Appendix 1) a test of the Dcode approach effected by Steer Davis Gleave (Willumsen, 2001).

As opinions were received by all members and objections met iteratively in successive versions, the final consentient version is jointly authored by all members of the Scientific Committee who are grateful to the very large number of transport experts who expressed useful comments since the original working document was released.

Marc Gaudry, F.R.S.C.

Chairman of the Scientific Committee

SpotlightsTN

April 30, 2002.

1. Introduction: the ETIS context
An information system

The context of this paper is the development of a deontological code (Dcode) for information to be included in the ETIS (European Transportation policy Information System). From previous work by other consortia, such as MESUDEMO (Cruikshank, 1999), it is quite clear that the ETIS vision is that of a system where any user “can access data, models, analyses and GIS tools within his workspace through a user-friendly and guiding interface”, as stated by Mandel and Ruffert (1999) who also provide a representation of this vision along the lines of Table 1. Although less precise in its wording, the problem description for the ETIS development task of the 3rd Call
 is fully consistent with this.

Table 1. The ETIS Vision
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A deontological code

Although this vision clearly contains much more than the usual “data” and “models” of many decision support systems, our task here is limited to develop criteria for the DATA and MODELS that would be included in or accessible through ETIS. In a nutshell, we propose for the moment:

Dcode 1.  A pedigree requirement

We propose that DATA and MODEL objects be recognized and accessible through the ETIS only if a pedigree is available to users. 

and the purpose to this paper is to explicate this proposed deontological rule. Although our discussion addresses only the DATA and MODELS elements of the ETIS vision, our positions may be of relevance later for the ANALYSES/METHODS and the GIS elements. Aspects of Dcode that pertain to institutional features of the ETIS are discussed in the last section.

We start by a discussion of the types of DATA and MODEL objects of interest and outline their four core dimensions. We then propose a four-score pedigree for each dimension. The combination of dimensions and scores yields a 4 by 4 table applicable to each object type. We then suggest that such tables or « pedigrees », applied by authors or others to the objects, constitute a sufficient deontological code. Appendix 1 provides a test of the approach.

As the eventual code should have the wide agreement of the modelling community, a certain amount of definitional baggage is necessary to carry the discussion forward. Also, one cannot avoid a minimum protocol in staking claims. For instance: 

Protocol 1. In order to clarify our presentation, we use informal examples presented in paragraphs of text indented with respect to the main body of the text, as is the case for this paragraph.

2. Definition of objects to which Dcode might apply
2.1 Data, models, results

Although the ATOM consortium is currently at work to « define the options for providing Commission officials with an analytical service based on the use of models » (Larkinson, 2000), previous work by other consortia, such as INFOSTAT (1997) and MESUDEMO (Cruikshank, 1999) give a very good idea of types of information that would be of use. Essentially, « data » and « models », to be presently defined more strictly, are prime candidates as objects of information because it is obvious from transport policy experience that data and models can both be of use to understand the current situation and future situations.

To be precise, we discuss more formally four types of data and modelling objects: two kinds of data (variables and derived indicators), models proper and the use of derived model results. All these objects are involved in making quantified analytical data-based or model-based claims about situations. 

Our perspective does not introduce new elements in this process: it merely pins down or formalizes the meaning of “analytical services based on the use of models”, necessarily involving data and model bases, standard elements of a decision support system (Carter et al., 1992, and Walker et al. 1998).

2.2. Data

Variables. Indeed, the focus of the INFOSTAT (1997) report is the definition of relevant data. Although there is sometimes a grey area between data and model outputs for some of the variables listed in that report, and although many data types are underidentified in it
 (Gaudry, 1999), the basic intent is clear. It is also certain that « models only » would not suffice. The reason for this is twofold. First, many questions of interest are of a descriptive nature, or derive from simple observation.

E-1. Transport and pollution. Is the total economic or ecological size of transportation growing  relative to other activities?
E2. Road fatalities : the mystery of 1972-1973. Consider the important problem of road safety. There are about 45 000 road fatalities per year in the EU, or in North America, but this number is decreasing. Why?

« In many of the OECD countries, the absolute number of road fatalities reached its most recent maximum in 1972-1973  (Israel, Belgium, France, Germany, The Netherlands, Finland, Canada, United States, New Zealand, etc.) or very close to this moment (Denmark, Sweden, Japan, others) and generally ahead of the first oil crisis (October 1973) ; in other countries of low motorization (Spain, Ireland, etc.) this did not happen and the absolute number of fatalities is still often increasing » (Gaudry, 1998).

Secondly, it is the common experience of modellers that databases have a life of their own even if models built with these data are implemented or in current use in agencies. This is partly because facts matter to any issue and partly because continuous retraining of personnel is best effected by first looking at data before introducing models.

Indeed, sometimes the information needs of policy makers do not go beyond descriptions of data. For instance, work done for Dutch transport policy purposes concerning freight transport (Walker et al., 1998) points out that models are often not needed to answer questions from policy makers
. 

Data models. By « data » we shall mean here strictly defined quantitative variables
, or indicators derived from such ancestor variables. The distinction between ancestor variables and indicators derived from them is important because the construction of indicators is a form of modelling. We therefore claim that Dcode requires the definition of « data models » for both source variables and derived indicator variables.

Data models ensure that manipulations of data are rigorous. In addition, they implicitly define compatibility dimensions of data with models.

2.3. Models: the need for “models of data”

Relationships or models. In common parlance, models denote the establishment of relationships among variables or indicators: they are « models of data ». A case can be made that models are used because of the multivariate nature of processes: the simultaneous roles of many factors is extremely difficult to unravel without using formal quantitative methods. Surely, Dcode requires to circumscribe various « models of data ».

E-3. Signs and sizes of effects determined by models. In bivariate relationships, a model might determine that a certain variable influences another in a particular direction. If other variables are added to the formulation, this direction might be reversed due to the fact that variables are not generally uncorrelated. In all cases, the size of relationships determined by the model depends on the presumed mathematical form of the relationship under study.

As our intuition of causality, apparently based on the « constant conjunction » between pairs of (implicitly linearly defined) variables, is insufficient except in very limited natural or contrived ceteris paribus contexts, only multivariate models can have a chance to do better than our intuition.

Derived model results. Models do not yield self-explanatory raw results. So most model results of interest are derived from the raw results. This derivation may be simple, as in the case of some descriptive statistics about model fit (e.g. R2 or Percent right), might involve a post-model step to produce summary measures (e.g. elasticities), or might even require complex derived modelling procedures (e.g. conditional predictions or forecasts done by simulation or other more sophisticated methods) and transformations. Results can include properties such as robustness, limitations (e.g. due to the data ranges) or other interpretative features.

The transformation of raw model outputs for external display, understanding or consumption is itself a modelling exercise— Dcode requires some formality about such procedures as well. 

2.4. Four information objects

Object of our interest. Lest our practice involve more objects than our deontological concerns address, it is clear that a reasonably complete Dcode must formally deal with at least the 4 objects just identified: variables, derived indicators, models and derived model results.

The multiplicity of data and models. But data and models are extremely numerous. The issue that arises for Dcode is to ensure that all data and model families in frequent use or in development can be covered. We do not need to agree to a typology of data or of models to achieve our ends. We only need to test our approach against existing data sets or models in use or known to be under development and to ask whether the pedigree approach makes sense for these data and models. Clearly, simple lists of data or models will do for these purposes, even if it would be nice to have neat typologies. We raise questions of this kind in a separate section below on “Accommodating research model features”. Other similar sections could be developed with “Classical 4-step transport models” or “Other kinds of Models”. These sections can easily be added or deleted without detracting from the explanations of Dcode.

3. The four core dimensions of our information objects
Of reach and grasp. It is difficult to know how much formality one needs in Dcode, as formality also has diminishing returns, but consistency suggests similar treatment for each type of object. We propose that this treatment consist in qualifying the 4 dimensions indicated in Table 2. It is difficult to state fewer dimensions than this, or to define a simpler vocabulary, as both intuitive and very formal claims somehow involve those steps or dimensions, even summarily.

Table 2. The SPQR quartet of dimensions applied to information objects

Quartet
Step description
Idea of the step or dimension

S
1. Input data sample 
A datum is used; regression sample; (“saisie” de données)

P 
2. Propose hypothesis
A vision (theoria) is formulated

Q
3. Quantify relationships
A functional relationship is calculated

R
4. Report output results
A set of raw results is obtained

The SPQR foursome. The idea of having 4 elements, instead of the simpler mapping structure with 3 (input, relation, output) is to give some flesh to the « relation »: it is to distinguish between the presumed existence of relationships and the quantification of the relationships. Also, the label “SPQR” resonates with authority in most European national cultures and is intended to be easier to remember than a strictly technical acronym; it is also independent from time, space or dimensions of measurement proposed by INFOSTAT (Section 3.3, op. cit.) for data.
This SPQR foursome is sufficient to handle the construction of elementary variables, of derived indicators, of models proper and of derived uses of model results.

3.1. Data : Ancestor Variables

How are simple variables generated ? Many data are collected by individuals from casual observation,
 but most data—especially economic data—are collected by firms and governments in the course of ordinary activities, particularly production and taxation activities. Most economic data, however, are actually produced by models—some of which are quite complicated.

In a formal sense, there is always a sample and a population estimate obtained by applying a theory and a quantification rule, as indicated in Table 3.A. Sampling, theory, quantification and the result all involve some complexity. 

Sampling. Sampling for ancestor variables is often informal and “unscientific” even if it involves complicated, more or less intuitive, procedures aimed at drawing a measurement. But often a “scientific” procedure is used with explicit (and often false) assumptions used to derive precision estimates for the sampled values. Whether the sample comes from « revealed» (actual) preference data, stated preference data or experimental [preference] data, the sampling rules always involve some theory and some calculation to obtain the target population result from the sample estimate. Samples can be casual or much more formal. 

E-4. Casual observations. Casual observation produces informal samples, typically on pairs of variables that strike the observer as correlated. For instance : (i) if you ask women who had car accidents whether they were pregnant when these occurred, a surprising number will answer positively; (ii) if you ask Air Canada crews flying over the Atlantic for twenty years or so whether they can name colleagues who are sick or have died, many can within a minute name six to ten who had cancer and as many who have thyroid gland problems (especially when flying at 41 000 feet). Correlation tests (incorporating a Model and a Quantification rule) will often reject the implied non-randomness of such casually observed  relationships
. 

E-5. Formal samples. Formal samples are constituted by drawings made according to rules that make it possible to calculate a measure of imprecision of the derived population estimate. In transportation, many surveys constitute formal samples.

Postulated theory. Statistical sampling theory is known and appreciated. However many other theories are often involved in the construction of economic data. The construction of economic accounts relies on economic theory : for instance the theoretical equality of the expenditure and income measures of GNP was established relatively recently (Hicks, 1936), despite the tautological nature of accounting identities. 

E-6. National income accounting. Even accounting tautologies may take time to be appreciated : for, instance, Germany was quite slow, relative to other countries, in taking up national income accounting in the 1930’s because many German economic theoreticians could not see a relationship between the variables so measured and economic welfare.

Quantification. Sophisticated computational procedures distinct from the theories proper are used to calculate target population estimates. They draw from many tool boxes : statistical distribution theory for some independent variables, matrix operations for some related variables (e.g. national income accounts may require use of multidimensional balancing), etc. Transport variables, such as time or cost among origin-destination pairs, result from abstract constructs.

Resulting variables. Clearly, even the simplest of variables are constructs. There is almost no produced ancestor variable that has not had judgmental interventions. All variables are in effect « authored », even the most reliant on experimental conditions. Measures of GNP exclude components linked to illegal activities and include judgmental constructs like “owner-occupied housing costs”. In transportation, there is no unique way to define even shortest path in a network because this depends on the representation of access arcs (dummy links) and the representation of the network (even in road networks where the presence of transfers among lines and common lines is not a real issue). General costs are even more complex constructs, as model-derived or assumed weights are used for different elements. Simple economic activities like employment require non-trivial appreciation of part-time employment and hours worked.

Table 3. Pedigree elements for ancestor and derived variable indicators

A. Ancestor variable pedigree

B. Derived indicator variable pedigree
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3.2. Data : Derived Indicator Variables

The same also holds for indicators obtained by combining « primitive » variables, which we call ancestor variables. In both cases the quartet applies. In terms of sampling, the problems of obtaining derived indicators typically compound the problems associated with the individual ancestor variables, but this is not easily recognised as one performs simple algebraic or arithmetic operations on the ancestors to obtain them. This is also true of complex variables obtained by combining heterogeneous ancestor variables.

To clarify, we consider the case of the well-known consumer price index (CPI). Note that the resulting construct (a relatively simple indicator variable) makes implicit or explicit assumptions about the nature of the elements to be considered (the sample of prices), the definition of prices for recently established goods (a theory of zero demand is involved), the quantification rule (the basket weights are kept constant), and implies a particular result.

E-7. The U.S. CPI. The pedigree of the U.S. Consumer Price Index has recently been established by the Boskin Commission (Boskin, 1995), which was mandated to find out whether the CPI is likely to overestimate inflation. The Commission identified biases in ways that fit our 4-dimensional break-down well, thus confirming that quality is not a one-dimensional concept (Boskin, et al., 1998). 

Sample. The CPI is obtained by combining different series. To simplify, some pertain to observed expenditures on some goods or services but others, such as «cost of owner-occupied housing » are not directly observed but are constructed from other ancestor variables : the cost of borrowing, etc. In pure sampling terms, the CPI does not capture correctly the « deep discount » and « short period sales » phenomena that occur in reality : this bias represents 0.4 to 0.7 points per year. 

Postulated theory. A clear bias arises from the excessively slow taking into account of new products, a difficult theoretical problem in its own right : 0,2 to 0,6 points per year. « The correct price to use for the goods in the pre-introduction period is the virtual price, which sets demand to zero » (Hausman, 1998). But, we insist on asking, which demand function should be used to determine this intercept ? How was its shape, a crucial determinant of the required intercept, determined? Was it assumed or did the data determine it (Gaudry, 1999) within a credible, form-tested, model?

Quantification. Another bias arises from failing to account for the substitution by consumers of cheaper products for more expensive ones : within product categories, one could say that a Paasche formula is used, not a Laspeyres formula. This bias represents 0,2 to 0,4 points per year. 

Result. The Boskin Commission conclusion, relevant for many countries, was that the CPI contains a number of biases that may together imply an upward bias of 1 to 1,5 % per year for the period 1995-1996. Since then, various efforts have been made to reduce this bias (Picker, 2000). Many other countries face similar problems (The Economist, 2000). Correcting this situation requires in particular the use of methods that attempt to strip out the effects of improvements in the quality of goods: these methods themselves raise P and Q issues that require identification under a proper SPQR pedigree. 

3.3. Models 

It may be more obvious to the reader that the four dimensions easily apply to models. So we will be brief. For an overview of the following discussion, refer to Table 4A.

Sample. Model pedigrees take the input data, or variables, as given. So, « data models » belong to data pedigrees, not to model pedigrees : the latter deal with the modelling of data. There should be a pedigree for all input data (variables) used for a model, or at least for the input database of the model.

Postulated theory. Different kinds of theories are used for different models and the theory of each model should be justified in the P part of the pedigree. Various forms of simulation approaches (including Computable General Equilibrium (CGE) models), structural econometric models and other kinds of models often allow one to distinguish between a behavioural specification and a statistical specification.

CGE models involve the computation of a fixed point for a reference period and make explicit form, elasticity (behavioural) and calibration (statistical) assumptions. Structural econometric models define the system under consideration and consider the number of equations, their simultaneous nature and behavioural hypotheses: theory might be simple, such as the expectation of a regression sign, or more complicated and involve views about curvature of effects. Statistical specification pertains to the randomness aspects of the specification. 

E-8. The Logit model. The Logit model, workhorse of mode choice analysis, links statistical considerations about the nature of the random term of the « utility functions » to a precise mathematical form of the demand function. Usually, in the literature, the form of the demand function and the stochastic characterisation of the relationships are specified independently from one another.

Multicriteria decision models also involve behavioural and other specification issues.

Quantification. There are two principal aspects to quantification. The first has to do with statistical criteria used to obtain model parameters (Least Squares, Maximum Likelihood, etc.), and the second relates to the numerical nature associated with carrying out computations, since quantification methods or algorithms are in practice embodied in computer programs for specific hardware allowing for a certain level of precision. 

Often, special techniques have to be used to deal with errors of observation on regressors and the statistical specification does not put much effort on the extraction of systematic information left in residuals and all too rapidly assumes independence among observations. This is more true in cross-sectional than in time series models.

Results. Raw parameters are obtained as primary models outputs. They normally have a value and dimensions that depend on units of measurement. More often than not, they cannot be understood or used without considerable difficulty. Whence the need to derive understandable statistics from them and study their properties.

3.4. Derived Model Results

In effect, using model results is a form of modelling that itself requires a pedigree. Consider for instance a system of non-linear simultaneous equations. Presume that the estimates are correct, because they result from correctly applied model Quantification procedures. Consider Table 4B.

Table 4. Pedigree elements for models and derived model results
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Sample. The individual outputs of the model (specification, estimated parameters) constitute the raw information needed to derive information from the modelling exercise and constitute the primary input data for the derivation of model results; sometimes other elements, such as forecasts of variables outside of the domain of estimation, are also required as input to be “seized” for the derivation of results, for instance forecasts.

Postulated theory. Many questions asked about any given model cannot be answered without some modelling to obtain derived results. One question might be about the stability and stationary behaviour of the estimated system. Other questions might be about model fit, for each equation. Questions of marginal effects (partial derivatives) or rates of substitution, such as the value of time (the ratio of two partial derivatives) could be important. Or it will often be useful to forecast with the whole system because elasticities evaluated at a particular point may not be the desired result from the model.

E-9. Elasticities are random variables. Consider the apparently straightforward notion of elasticity. In a model in which the dependent variable is a random variable, the elasticity of that variable with respect to an explanatory variable is generally an expression in which the dependent variable appears. The elasticity is therefore itself a random variable. But generally the « model of elasticities » used does not recognise this randomness. The historical notion of elasticity popularized by Marshall (1885, 1890) was such a simpler measure.

Quantification. Answering the questions asked will involve a complex calculation quite distinct from, but derived from, the raw model proper and require particular ways of applying the postulated theory of derived results. 

E-10. Elasticities in practice. One might be interested in the direct elasticity of a dependent variable with respect to any independent variable, or in the total elasticity of that dependent variable obtained by adding to the direct effect the indirect effect obtained through other endogenous variables of the system that are also affected by the independent variable in question. Also, there are many ways to specify the elasticity of interest. The STEMM passenger model report, for instance, defines for a simple generation-distribution model three (non random) elasticity measures and two ways to evaluate each (Gaudry et al., 1998). 

Results. Usable model results almost always require some such complexity, and perforce imply a pedigree. One must also bear in mind the policy questions being asked and how would the decision maker interpret, in turn, processed model results. The history of model use is a summary way of reporting on results: forecasting, for instance, is part of the results of a model.

4. Assessing the Data and Model Objects

There must be a way to associate an appropriate evaluation or assessment to every dimension for each data and model object. We suggest that there are two classes of such assessments, namely scientific and professional, each with two characteristics that must be considered in Dcode. This implies that, as shown in Table 5, each information object should be appreciated with respect to every dimension and that 4 possible assessments are possible for each dimension : a 4 by 4 table for each data and model object. 

Table 5. Combining pedigree dimensions and assessments for any data or model object

A. Signed Assessment Form to be filled by the modeller or someone else



Type or class of the assessment



Scientific
Professional

Dimension
Documented
Reproducible
Maintained
Accessible

S
Sample





P
Postulates

Not applicable
Not applicable
Not applicable

Q
Quantifiers





R
Results







B. Comment fields available on the pedigree site



Comments and questions by different users



Comments and answers by the modeller

But the rules for this are not clear. A documented result would contain information on the relevance of the data or model object. Subjectivity is unavoidable, and this may be where it is found. The Assessment form can be filled by the modeller or by someone else doing an “outside” evaluation, but it has to be signed and publicly challengeable by the modeller.

We therefore propose that, for each data and model object, the cases that apply in the 4 by 4 table be answered along guidelines. The guidelines, found in Table 6 are just general orientations for the type or class of field in question, as the answers can very greatly in length. Consider each column of Table 5.  

Table 6. Guidelines for each applicable field of Table 5.


Class or type of asessment



Scientific
Professional

Guide posts
Documented
Reproducible
Maintained
Accessible



Fully
Without assistance
Automatic Maintenance  
Free
(on-line / batch)



Partially
With ocasional assistance
Maintenance assured by the modeller
Commercial
(on line / batch) 





Only if required
With permanent assistance
Maintenance by policy-analysts
Restricted 



Not at all
Not reproducible
Maintenance not planned
Confidential

For a given field, guidelines provided simply point in the general direction of the expected statements. In each field, the modeller can add further more detailed information. As supplementary information, users’ comments and questions and the modellers’ answers and further explanations will be added to the pedigree form. The possibility to have an independent evaluation of the model is consistent with this framework because all evaluations must be signed (no anonymous evaluations would be allowed) and a Q&A section would guarantee the rights of users and modellers alike.

4.1. Scientific documentation and reproducibility

One might evaluate the extent to which a pedigree contains documented and reproducible dimensions. A documented dimension is a dimension that is fully understandable to the educated reader. A reproducible dimension is a claim that an outsider, given the same inputs and procedures, would obtain the same outputs. The former is a matter of more or less ; the latter is, conceptually speaking, all-or-nothing. In principle, scientific journals present only implicitly documented and reproducible materials because it is extremely rare that both data and models are made available for the reader to make a verification. As these virtual claims are not often put to the test, both characteristics are «questionably» valid.

4.2. Professional maintenance and accessibility

Data and models need to be maintained : in practice, maintenance (the preservation of information and of its integrity) is associated with other activities, such as database updating activities. Accessibility is primarily a commercial feature and could be the object of an all-or-nothing score.

4.3. Authored assessments and the right of response

We do not see how, in a formal sense at least, one could have a lighter scheme, except if one defines an evaluation per column or « Global Assessment ». If one accepted the idea of a global assessment, and an ordered code for this, one would need to associate only four values to any object. For instance, if the evaluations ranged from A (best) to C (worst), a model that is not well documented, but is reproducible, maintained by someone and available on a commercial basis would be assessed as: Model [C, A, A, A]. 

Also, the assessments can be self-applied and/or applied by others as long as they are authored. In both self-applied and other assessments, the subjectivity is contained within an explicit framework and simple guidelines. In this way, the Dcode assigns responsibility for the application of the pedigree to the authors of the models and to those who are willing to sign their statements. This greatly reduces the chances of interested lobbying assessments in any direction.

5. ETIS in the singular and in the plural
Many databases and models. We also need to say something about the institutional context. As data and models are extremely varied, there is no interesting sense in which the ETIS will contain « a » database or « a » model. It will give access to an assortment of data and models (including methods—various Q for treatment of data by users). The only important thing is that Dcode should present both self-administered and perhaps also « outsider » authored assessments of data, methods and models.

Recognition of many sources. Currently, the European Commission has no contractual requirement obliging developers of databases and models to « deposit » their deliverables with ETIS. Even if the difficulties associated with such a « deposit » could be solved—and it is by no means clear that this would be desirable, for reasons that we might address later—one could fairly say that most relevant data and models will remain outside of ETIS.

However, by properly specifying the role of ETIS, its reported aims could be reached, and much more still. This would require the notion of « recognised » data bases or models. Such recognition is manageable for the managers of ETIS. It is also compatible with the purposes of ETIS. As a general statement, any Dcode compliant information could be « recognised » by ETIS. In this context, one could imagine that ETIS would contain three kinds of recognised information its own (EC), that coming from Member States, and that coming from firms. Table 7 gives an idea of the structure of such a site presenting users with three families of information.

Table 7. ETIS data and models in the plural


EC information

Member States’ information

Firms’ information
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6. Conclusion
We suggest that Dcode be a SPQR pedigree form associated with data and model information objects to be found in the ETIS. We propose a four-by-four table for each such object recognised within ETIS, and provide simple guidelines for fields associated with each class or type of assessment. This categorisation allows for the symmetric treatment of ancestor or derived variables in data bases as well as for models proper and derived model results. As it is unrealistic to expect that only EC data and models be addressable by ETIS users, we propose that ETIS recognise certain data and models from Member States and private firms. Conditions for recognition would include at least conformity with Dcode.

One could even imagine that private models recognised by ETIS could pay a small fee that would help support the development of ETIS.

We presently provide in the Appendix a test the SPQR approach as a separate exercise. As the reader will note, the test of a complex model is successful enough to envisage a further step in the future, namely the formulation of a multi choice easy to fill questionnaire that would guide users’ hands in establishing the appropriate pedigree for their models, by stating the expected type of information required. After a similar exercise is performed on transport-relevant data, an operational questionnaire could be designed and tested. The current exercise shows how difficult it is to define information objects, and even to distinguish between the demand model proper and the data. So the pedigree form requirement should be the object of proper prior detailed design and attention for the SPQR approach to be successfully implemented.
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8. Appendix 1. Test of the SPQR approach
The scientific committee regards this test performed by Steer Davies Gleave (Willumsen, 2001) as done very competently, but bears no responsibility for how it was carried out and has not verified the original models or materials reported on. In that sense, this test is “self-administered” as defined above. We therefore simply reproduce the relevant part of the SDG report without further comment.

8.1. Introduction

This section aims to apply the conceptual framework of WP2 Dcode Deontological Code to one of the projects Steer Davies Gleave introduced in the Mdir database.

Steer Davies Gleave has chosen for this analysis the Madrid Regional Transport model. The traffic studies, developed by SDG in 1999, have been used by the Madrid Council (private vehicle network maintenance), the Regional Transport Consortium (public transport network maintenance) and the Regional Planning and Transport Authority (to update the main mobility variables). Steer Davies Gleave has also adapted the model to different client requirements, for both the private and public sector, especially on the privatisation of the regional transport infrastructures (toll and shadow toll roads).

Demand models estimate future O/D trip matrices for certain time periods and for both private vehicles and public transport. Those matrices are the base inputs for the network models (private and public transport) used by the Madrid Region to forecast future traffic for their planning studies. 

Given the complexity of the model utilities, we have classified them as follows: 

· Demand models

· Network models and private vehicle assignments

· Network models and public transport assignments

The application of the Dcode deontological code has been carried out exclusively to the demand model. The network model and public transport or private vehicle assignments have been left open for completion by the corresponding Administration.

Dcode in the madrid regional demand models 

The following steps have been followed to apply the deontological code:

· Identify “Information Objects” within the demand model and classify them according to the suggested categories: Data and Model Objects

· Define the 4 dimensions (Pedigree Dimensions S, P, Q, R) of each Object

· Assess the Data and Model Objects according to the applicable fields of the double entry table and proposed guidelines

8.2. Information objects 

According with the Dcode classification, the following objects should be subject to evaluation:

Typologies
Objects to assess

Data
Variables (ancestor variables)
· Household mobility survey by the Madrid Regional Authority (CAM) (1996)

· Population (Census 1996)

· Population and employment historic data by CAM

· Population and employment forecasts by CAM (1996-2016)

· Average motorisation rate historic data by CAM 


Derived indicators (data models)
· Trip generation rates and specific databases

· Mobility variables forecast 

Models
Models proper (models of data)
· Trip generation/attraction models for the peak hour

· Trip distribution and modal split models


Derived model results  (derived from the raw results)
· Private vehicle trip matrix for the morning peak for different years

8.3. Pedigree elements for Data Objects: 4 dimensions of data: Ancestor Variables

Household mobility survey by CAM (1996) and population census (1996)

The household mobility survey of 1996 (EDM 96) is the fourth survey of this kind carried out in the Madrid Region; Three other surveys were carried out before in 1974, 1981 and 1987/88. It is a periodic survey, which requires quite a lot of fieldwork. The Madrid
 Transport Regional Consortium supported and directed the two last surveys.

Surveys were carried out in 25,140 households, gathering information on the trips generated by all the household members older than 4 years in a given working day (called reference day). 75,772 people were interviewed, providing information on 162,042 trips

S, Sampling. The sample was designed initially to cover 25,000 households distributed in all the transport zones with population, ensuring that at least 30 households were interviewed in each zone. The final sample adjustment increased the sample size to 25,140 surveys. 

Steer Davies Gleave also used the Census population data, collected in 1996 according to the guidelines set up by the National Statistics Institute (INE) and by the Madrid Regional Authority. This included very detailed information for all the municipalities of the Madrid Region. The transport zones used in the household surveys were aggregations of the census zones 

P, Postulated Theory. Table  A at the end of this Appendix summarises the main tasks to carry out during the fieldwork. The collected data on the surveys are initially treated to develop electronic databases, which will be the basis for further analysis. The main activities are:

· Questionnaires data cleaning and review 

· Coding of questionnaires, taking special care on the geographic variables (household location, O/D zones, work location, etc) and the ones related to the trip phasing.

· Questionnaire saving

· Questionnaire validation through computational procedures in order to find possible inconsistencies in the following levels:

· Coherence and correction of the database on intermittent savings and as a whole.

· Coherence  of the data with external links (public transport offer, Municipal Census, geographical location, etc)

The Population Census was carried out by the Madrid Region Statistic Department according to the common procedures. This included household surveys, coding and data analysis.

Q, Quantification. The observed trip sample was representative, as it was the population data and the survey data. The latter was coded, registered in a database and went through numerous quality controls directed by the Madrid Transport Consortium. According to the expansion factors included in the Madrid Region Census data sample of 1996, the total number of trips generated in a weekday is 10,469,612.

R, Resulting Variables. As a result, a final database was developed based on the population data corresponding to the last census (1996) and the data registered in the questionnaires after a data cleaning process. Therefore, for the zoning system adopted (656 transport zones) it was possible to calculate the population in each transport zone and the disaggregated trip matrices (by motive, mode, time period, etc). Which, after expanding the sample to the total population, defined the mobility patterns in the Madrid region. 

Population, employment and motorisation rate historic data (CAM)

In order to develop the Territorial Strategy Plan, the Madrid region carried out population and employment growth forecasts, taking into account the current planning system and regional development plans. For that purpose, the Transport and Planning Authority analysed in 1999 the forecasts included in the following public documents already approved:

· Population Growth forecast in the Madrid region: 1996, 2006 and 2016

· Employment growth forecast in the Madrid region: 1996, 2006 and 2016

S, Sampling.  The Madrid Regional Statistic department developed a population and employment historic data database for all the region municipalities. This database was based on the existing regional population and employment historic data (at census and municipalities level), and in statistics on economical activity licences. This same department also developed the average motorisation rate historic data (vehicles per 1000 inhabitants) based on statistics on vehicle registrations. 
P, Postulated Theory. In order to develop the Regional Development Strategic Plan the Regional Authority carried out a deep analysis on the Population, employment and motorisation historic data.

Q, Quantification. The methodology to analyse time series proved to be adequate. The Territorial Planning Department and the Madrid Regional Transport Consortium audited the results internally.

R, Resulting Variables. As a result, a specific database was produced with time series for population, employment by sector and motorisation rate by municipality.

8.4. Pedigree elements for Data objects: 4 dimensions of data: Derived Indicator Variables 

Based on the previous data, the Regional Government appointed Steer Davies Gleave to develop demand models to calculate and forecast trip matrices, as well as trip assignments based on the existing network models in the Madrid Region.

In order to develop the demand forecast, the first step was to create specific databases and calculate the trip generation rates. Simultaneously, the main basic mobility variables (population and employment) were forecasted for the regional planning target years.

Trip generation rates and specific databases

Based on the variables registered in the questionnaires and the population database, generation trip rates for the morning peak (7-9am) were calculated.  These rates were the base to carry out the categories and multiple classification analysis.

The trip generation models are based on the household characteristics, while the trip attraction models are based on the aggregated zonal characteristics expanded using the survey data.

For calculating trip generation in the morning peak the following household characteristics were analysed:

· Active members: number of members unemployed (looking for a job or without a job) and number of members employed (with a job) within the household

· Household size: number of members in the household (travelling or not)

· Number of vehicles: number of owned vehicles or company cars in each household

The variance analysis allows to determine the most appropriate segmentation for the classification of each of this variables. The results were as follows:

Household classification by size

Num. Members
Num. Housholds
%

1
252.378
15,57

2
449.790
27,75

3
332.637
20,52

4
361.840
22,3

5 or more
224.840
13,87

Household classification by number of active members

Active members
Num. households
Num people
%

0
385.623
649.650
23,78

1
577.822
1.733.574
35,64

2 or more
657.652
2.470.682
40,57

Household classification by number of vehicles

  Num. vehicles
Num. Households
Num people
%

0
491.254
1.003.268
30,30

1
819.384
2.620.576
50,45

2  or more
310.460
1.230.062
19,15

The trip attraction models were estimated for different trip groups attending to the trip motive, mode used and time period.

In order to develop the attraction models, the following variables were used to describe the economic activities and employment characteristics 

· Scholar vacancies (EDM’96)

· Compulsory education (First grade)

· Superior education (High school)

· University and other graduate education 

· Work posts (EDM´96):

(i) Services and industry

(ii) Catering and commerce

(iii) Sanitary services

(iv) Public Administration

S, Sampling. Based on the survey database, two samples were defined in order to identify those observations that provided the most useful information for the generation-attraction models and was easy to use for the category analysis.

P, Postulated Theory. Average trip generation can be calculated either for the whole sample, for each of the defined categories or for a combination of household attributes. In this specific project, it was chosen a combination of; number of active members, number of vehicles and household size. At the same time, each of those can be expressed as deviations from the global average. Therefore, for each cell of the matrix, values of the dependent variable (generation rate) can be calculated by adding the global average to the corresponding deviations.  This method is used to compensate if the number of observations used is very low

Q, Quantification. SPSS has been used as the software tool to calculate the trip generation rate. This rate is calculated based on survey and population data. 

R, Resulting Variables. For each category the following trip generation rates were calculated (trips/household, trips/person):

Category analysis by household

· Total in the morning peak

· Commuter (regular, compulsory) trips in the morning peak

· Other purpose in the morning peak

· Home base, mechanised

· Home based commurter mechanised

· Other mechanised 

Multiple category analysis by household

· Total in the morning peak

· Obliged mobility in the morning peak

· Other motive in the morning peak

· Mechanized based on household

· Mechanized based on obliged mobility household
Category analysis by person

· Total 

· Obliged mobility totals

· Other motive 

· Mechanised 

· Mechanised based on obliged mobility 

· Mechanised, other purposes

Multiple category analysis by person

· Total 

· Obligued mobility totals

· Other motive 

· Mechanised 

· Mechanised based on obliged mobility 

· Mechanised, other purposes

For the attraction models, Steer Davies Gleave developed a specific database with all the data related to work posts and scholar activities by transport zone from the EDM’96.

Mobility variables forecast

S, Sampling. The sample is based on a database provided by the CAM (Consejeria de Obras Publicas y Urbanismo) with population, employment and vehicle registration historic data.

P, Postulated Theory. New official population forecasts were developed in some territorial areas of the Madrid Region called Spatial Development Units (UDE’s), which were based on the extrapolation of population and migration together with corrections related to new residential developments and economical activities.

Q, Quantification. Steer Davies Gleave reviewed the Madrid Regional Authority official calculations in order to forecast the mobility variables at a transport zone level without the need of evaluating the regional development perspectives. This procedure could be considered correct statistically, however introducing exogenous variables related to likely urban and economic activities development would introduce data in the model without a scientific base. Therefore, it was proposed to assume three different hypotheses for this forecast: base, optimistic and pessimistic. The car registration extrapolation was also corrected introducing the economic growth forecast assumed by the Madrid Region Territorial Strategy Plan.

R, Resulting Variables. Different forecasts of the mobility variables (population, employment and motorisation rate) were calculated in years 1996, 2006 and 2016, for the different forecast hypothesis and for every transport zone.

8.5. Pedigree elements for Model Objects: 4 dimensions of Models: Models Proper

 Steer Davies Gleave developed a transport model following the classic 4 phases sequential method; generation-attraction, trip distribution, modal split and assignment.

For the application of Dcode we have considered the corresponding demand models for the morning peak; generation-attraction, spatial distribution and model split.

Generation-attraction models for the morning peak

S, Sampling. The multiple classification analysis of the trip generation rates is based on the trip generation rates calculated in the previous phase. In the other hand, to estimate the trip attraction, contrary to the generation models, the analysis is based on aggregated zonal characteristics, which are expanded based on the survey data (multiple regression linear models). This will be estimated based on the specific database prepared on the previous phase.

P, Postulated Theory. The multiple classification analysis allows for two statistics to show the model accuracy, the F statistics and the multiple regression coefficient. It also calculates a correlation index for each variable defining the categories. In our specific model the correlation coefficients were as follows:

· A, proportion of the variance for each trip category explained by the number of employed members of the fanily

· B, proportion of the variance for each trip category explained by the number of cars in the househild

· C, proportion of the variance for each trip category explained by the household size

Q, Quantification. The statistics calculated for the trip generation rates by category were as follows:

Statistical parameters for the trip generation models for the morning peak

Per household
R2
F
Correlation index

Total trips
0,4898
570,5
A=0,26 B=0,18 C=0,45

Obliged mobility trips
0,535
688,3
A=0,3 B=0,2 C=0,48

Other motive trips
0,044
29,925
A=0,01 B=0,01 C=0,03

Mechanized trips
0,357
329,7
A=0,22 B=0,2 C=0,27

Obliged Mechanized trips
0,393
383,8
A= 0,26 B= 0,21 C= 0,28

Other trip Mechanized trips
0,02
13,8
A= 0,002 B= 0,01 C= 0,014

Per person
R2
F
Correlation index

Total trips
0,409
1248
A= 0,168 B= 0,123 C= 0,384

Obliged mobility trips
0,452
1486
A= 0,221 B=0,137 C= 0,410

Other motive trips
0,032
67,5
A= 0,012 B= 0,004 C= 0,017

Mechanized trips
0,295
748,3
A= 0,152 B= 0,16 C= 0,221

Obliged Mechanized trips
0,324
861,2
A= 0,176 B= 0,168 C= 0,23

Other trip Mechanized trips
0,014
32,96
A= 0,001 B= 0,006 C= 0,008

Trip attraction models were calculated using the statistical analysis software SPSS. The SPSS software calculated the variables for the estimation, as well as the autocorrelation between them and their adequate aggregation. It was calculated the model coefficients, the t statistics, the (R2), and the number of cases used to adjust it, indicating the values with maximum deviation with the model.

The trip attraction models defined for the morning peak were as follows:

· All modes and motives (0.95)

· All modes and obliged trips (0.96)

· All modes and non obliged trips (0.64)

· Mechanized and all motives (0.91)

· Mechanized and obliged trips (0.97)

· Mechanized and non obliged trips (0.64)

R, Resulting Variables. For the generation model, the rates calculated by household categories were more representative than the one by person. In general, the worst adjusted trips were the non-obliged trips since they have less defined patterns. The maximum errors occurred in some zones, always the same for every trip category, which coincide with those zones with a trip generation rate lower than 0.2 or 0.3.  For the trip attraction models in the peak hour, the best-adjusted models are the ones including all modes and obliged trips.

Trip distribution model and modal split

In order to distribute the number of trips per transport mode, for both public and private transport, it is required firstly to estimate the trip matrices between zones for all modes and then apply a modal split model.

The modal split model uses a formulation, which is a variety of the classic gravity model, called incremental gravity model. The base hypothesis is the possibility to keep the original matrix structure to create a new one based on that formulation.

Modal choice is based on the mode characteristics for each O-D pair, on the user characteristics and their value of the mode.

S, Sampling. Based on the number of attracted and generated trips, the obliged and all mode trip matrix can be calculated. However, in order to select the modal split model, only the household based trips are considered. This is due to the fact that all other trips cannot be well reproduced with these kind of models. In a later stage, in order to take the latter into account it is necessary to include them through exogenous factors. That is the reason why it is also necessary to have information on the trip costs (previous assignments: average journey time and distance between each O/D zone in public and private transport provided by the corresponding Authority)

P, Postulated Theory. Once the obliged and all mode trip matrix is calculated, the network costs are considered (average distance and journey time trip for public and private transport between every zone pair) according with that distribution. Therefore for calculating the new matrices it would be assumed that changes in trip destination are based on new network costs and in the original trip matrix. The modal split model formulation is based on the random utility theory, which postulates that individuals tend to maximise their trip utility, subject to time and cost restrictions. The modal split model has a 3 mode Logit Multinomial structure (private vehicle, public transport with travel card and public transport without a card)
The utility functions used for each mode are linear for both; parameters and variables. The variables considered for each mode are as follows:

· Mode: private vehicle

· Journey travel time

· Parking cost in destination

· Mode: public transport with travel card

· Walking access time 

· On-vehicle travel time

· Waiting time

· Modal constant

· Mode: public transport without travel time

· Walking access time 

· On-vehicle travel time

· Waiting time

· Tariff

Q, Quantification. Mechanized and non-captive obliged trips can be directly calculated from the survey data analysed with SPSS and its corresponding expansion factors. The analysis of the database specifically developed for the modal split model, leads to the following results:

Utility function parameters and Model validity parameters

Parameter
Value
t statistics
Standard deviation

Journey time
-0.018
-6,7
0,0027

Parking cost
-0,025
-38
0,00067

Walking time
-0,05
-10,8
0,00462

On-vehicle time
-0,0145
-4,8
0,003

Waiting time
-0,131
-8,6
0,0152

Tariff
-0,0096
-12,2
0,00079

Modal constant
2,133
28,4
0,0752

L(0)

-8241


L(θ)

-5455


L(β)

-3335


Num. Observations

11.192


Ρ2 (0)

0.5953


Ρ2 (θ)

0.3885







R, Resulting Variables. The gravity model proved to reproduce adequately the observed trips in the survey. The modal split model was validated through the verification of the plus/minus sign of each parameter and checking the level of accuracy parameters of 95% (t statistics). It was also checked that the model reproduced accurately the observed data calculating the estimation error by choosing different market segments and contrasting the simulated value with the observed one.

8.6. Pedigree dimensions for model objects: 4 dimensions of Models: Derived Model Results

Applying sequentially the models described above, finally a private vehicle trip matrix is calculated for the morning peak on the base year (1996).

In order to calculate the same trip matrix for other years it is necessary to previously estimate the trips for those years (generation-attraction and modal split). Therefore, it is required to forecast the mobility variables and the future network costs for both public and private transport.

Each household classification (household size, number of cars, number of active members) has a different trip generation rate. For calculating the future trip generation for each household classification, it has been assumed those trip generation rates remains the same through time and therefore, only estimates of household type distribution are required.

Household type distribution in the future depends on the distribution of their three main parameters: population, number of cars and household size 

For calculating the distribution of each of these three parameters, Steer Davies Gleave used the information described above in the mobility variables forecast section (Derived Indicators)

The trip attraction model is based on zone based multiple regressions for different trip motives. The independent variables are; employment per sector and scholar availability and therefore for estimating future trips it would be necessary to forecast future employment and scholarship. Employment posts are aggregated based on representative variables.

Future employment data is available at UDE level; therefore it is necessary to convert that data into a transport-zonal level. To forecast scholarship, it has been assumed the same scholar rate in the future as on the base year (1996). In those areas where there is scholarship without population, no change has been assumed.

Once the number of attracted and generated trips has been calculated, the trip matrix for all modes can be easily estimated with the distribution model (incremental gravity model). Based on the original trip matrix, changes in trip destination are assumed to be due to new network costs. Since the variable relations are not linear, common techniques for estimating the parameters could not be used and therefore an algorithm developed by Hyman was used. This algorithm calculates the gravity model parameters based on the initial network costs distribution. The model accuracy is measured by calculating the average cost difference between the original and the simulated matrix.

Once the distribution matrix for obliged and all mode trips is calculated, the adjusted modal split model is applied. But, first of all, the number of public transport captive trips is identified.

Public transport captive trips distribution for 2016 is based on the distribution in the base year, increasing the motorisation rate and assuming this would reduce the captive trip proportion.

Once the mechanized non captive obliged trip matrix is calculated, the adjusted modal split model is applied to calculate the trip matrix per mode (bus, short distance train, Underground and private vehicle)

In this model, the main variables affecting the private vehicle choice are the journey costs (journey time) and parking costs. However, public transport choice is mainly affected by variables such as on-vehicle time, access-walking time to stops or stations, waiting time and tariff.

All these costs need to be calculated for the different time horizons. This is no problem for parking costs that increase gradually or for public transport tariff. The main problem lays on calculating the journey times, since they depend on the mode choice. Two scenarios have been assumed to solve this problem:

· Hypothesis 1: private vehicle network doesn’t change and costs remain as the base year (1996)

· Hypothesis 2: private vehicle network is upgraded through time and costs are updated.

These two hypothesis will estimate a maximum and minimum number of passengers travelling by public transport. The actual demand for each scenario will be between the two results. 

Private vehicle O/D trip matrix for the morning peak

S, Sampling. The private vehicle trip matrix will be calculated after applying the demand models described above. Therefore the input data is precisely the inputs introduced into those models.

P, Postulated Theory. The model application process described above shows the complexity of the theoretical base for calculating demand on the base and future years. The assumptions, especially those related to the future network configuration and mobility variable forecasts, are the most important factors affecting demand forecasts. Other input models based on databases can be adjusted to the observed reality and validated statistically.

Q, Quantification. For calculating final matrices with the demand models, Steer Davies Gleave has used SPSS and EMME/2 software.

R, Resulting Variables. As a result, trip matrices for the morning peak and for years 1996, 2006 and 2016 were calculated for the following modes

· Private vehicle

· Public transport without travel card

· Public transport with travel card

8.7. Assessing the Data and Model Objects

This sections aims to evaluate each of the dimensions described on the Information Objects, as suggested by Dcode:

· Evaluation criteria: Scientific and Professional

· Scientific Characteristics: Documented, Reproducible

· Professional Characteristics: Maintained, Accessible

· Documentation Level: Fully, Partially, Only if required, Not at all

· Reproduction level: Without assistance, With occasional assistance, With permanent assistance, Not reproducible

· Maintenance Level: Automatic maintenance, Maintenance assured by the modeller, Maintenance by policy-analyst, Maintenance not planned

· Accessibility Level: Free (on-line / batch), Commercial (on-line / batch), Restricted, Confidential

Ideally this evaluation should be carried out by somebody different from the modeller. In this case it has been completed by Steer Davies Gleave employees that have been using the model but have not participated in its development

The following tables evaluate each dimension from an objective perspective based on the suggested criteria. The following classification has been used (A-best, B, C and D-worst). Comments between user and modeller (questions and answers) have been obviated, since we believe the dimension descriptions above clarify the existing i
Assessment of Data Objects. EDM´96 and Population Census (Ancestor Variable 1)

Dimension
Type of assessment


Scientific
Professional


Documented
Reproducible
Maintained
Accessible

S
Fully
Without assistance
By policy-analyst
Restricted

P
Fully
Not applicable
Not applicable
Not applicable

Q
Fully
With occasional assistance
By policy-analyst
Restricted

R
Fully
With permanent assistance
Automatic
Free

Ranking
A
B
B
C

Assessment of Data Objects. Population, employment and motorisation rate historic data by CAM (Ancestor Variable  2)

Dimension
Type of assessment


Scientific
Professional


Documented
Reproducible
Maintained
Accessible

S
Fully
Without assistance
By policy-analyst
Free

P
Fully
Not applicable
Not applicable
Not applicable

Q
Fully
Without assistance
By policy-analyst
Free

R
Fully
Without assistance
Automatic
Free

Ranking
A
A
B
A

Assessment of Data Objects. Trip generation rates and specific BD (Derived Indicator 1)

Dimension
Type of assessment


Scientific
Professional


Documented
Reproducible
Maintained
Accessible

S
Fully
With occasional assistance
Not planned
Free

P
Fully
Not applicable
Not applicable
Not applicable

Q
Fully
With occasional assistance
Not planned
Free

R
Fully
With occasional assistance
Not planned
Free

Ranking
A
B
D
A

Assessment of Data Objects. Mobility variable forecasts (Derived Indicator  2)

Dimension
Type of assessment


Scientific
Professional


Documented
Reproducible
Maintained
Accessible

S
Fully
With occasional assistance
By policy-analyst
Free

P
Fully
Not applicable
Not applicable
Not applicable

Q
Fully
With occasional assistance
By policy-analyst
Free

R
Fully
With occasional assistance
By policy-analyst
Free

Ranking
A
B
C
A

Assessment of Model Objects.  Trip generation-attraction models for the morning peak

 (Model proper 1)

Dimension
Type of assessment


Scientific
Professional


Documented
Reproducible
Maintained
Accessible

S
Fully
With occasional assistance
By the modeller
Free

P
Fully
Not applicable
Not applicable
Not applicable

Q
Fully
With occasional assistance
By the modeller
Free

R
Fully
With occasional assistance
By the modeller
Confidential

Ranking
A
B
B
B

Assessment of Model Objects. Spatial distribution and modal split models (Model proper 2)

Dimension
Type of assessment


Scientific
Professional


Documented
Reproducible
Maintained
Accessible

S
Fully
With occasional assistance
By the modeller
Free

P
Fully
Not applicable
Not applicable
Not applicable

Q
Fully
With occasional assistance
By the modeller
Free

R
Fully
With occasional assistance
By the modeller
Confidential

Ranking
A
B
B
B

Assessment of Model Objects. Private vehicle trip matrix for the morning peak for different time horizons (Derived Model Result 1)

Dimension
Type of assessment


Scientific
Professional


Documented
Reproducible
Maintained
Accessible

S
Fully
With occasional assistance
By the modeller
Free

P
Fully
Not applicable
Not applicable
Not applicable

Q
Fully
With occasional assistance
By the modeller
Free

R
Fully
With  permanent assistance
By the modeller
Confidential

Ranking
A
C
B
B

___________________________________________________________________________________________

Table A. EDM 96 Survey Methodology

Phase
Activities and tasks

T1. Data collection and existing data analysis 
· Cartography

· Previous studies zoning system

· Census section, Nomenclature, Street directory

· INE and Census 96 data

· Socio-economic data

· Planning data

· Current public transport network data (offer and demand)

· Road network data (offer and demand)

T2.  Previous analysis
· Interview design

· Zoning system

· Sample design and selection

· Street directory

T3. General Mobility survey (EGM) 


· Calendar and field team structure

· Questionnaire definition and edit

· Field team selection, training and documentation

· Survey procedure: mailing, visits and surveys

· Alternative methodologies

· Quality control

T4. EGM Analysis 
· Coding and data saving

· Error detection and depuration programs

· Sample expansion

· O-D trip matrix adjustment

· Basic data analysis

T5. Detailed and specific mobility surveys 


· Calendar and field team structure

· Questionnaire definition and editing

· Field team recruitment, training and documentation

· Sample selection depending on the residential macro-zone

Source: EDM 96, Summary documents, Consorcio Regional de Transportes de Madrid, March 1998.

� “Dcode D-1: a Pedigree Form Requirement (PFR) proposal for European Transportation Information System (ETIS) recognised data and models”, March 5, July 10, October 20, 2000; January 31, 2001.


� “ETIS will be an information system of integrated tools (decision support, modelling, presentation tools-GIS, databases, etc.) to assist policy makers […]. ETIS will comprise four elements : a data element, an analytical modelling element, GIS and a final element interfacing users with the above elements “.─ Task 2.1.1/9 Development of a European Transport policy Information System (ETIS) as a basis for transport planning and policy formulation. In � REF _Ref496930931 \h � \* FORMATVERBINDEN �Table 1�, the INTERFACE contains ANALYSES/METHODS and GIS tools.


� The report focuses on cross-sectional network flow quantities needed for recurrent network planning and management, but underidentifies data needed for other recurrent issues, for instance, macroeconomic data on transportation and the economy (linked to National Income Accounts and macroeconomic models required for Kyoto simulations) and network cost/revenue data associated with network links (needed to derive financial, economic and ecological network accounts needed to give flesh to “fair and efficient prices” required for the Common Transport Policy). Understandably, the study says little about data used for “special issues” and “local issues” of a non recurrent type. 


� This study identifies four types of “information needs”, some pertaining to data proper and others to models proper defined hereabouts, as the reader can verify: “information (1.A) on descriptions of factors affecting the system and their interaction; (1.B) providing quantitative/qualitative descriptions of the current situation; (2) to define and understand the effects of policies; (3) to describe future situations”. 


� This definition is not meant to restrict the variables to cardinal data; it allows for categorically ordered data, rankings and other ordinal data.


� For instance, during the second half of the 18th century, an English doctor called Edward Jenner made the observation that « people who caught cowpox (a disease of cows that caused only mild symptoms in people) neither caught smallpox nor developed any symptoms when variolated [variolation, from the Latin for smallpox, variola, involved injecting pus from a smallpox vesicle into a healthy person (...) to induce a milder form of the disease, with a risk of dying of only one in 50 or lower] ». In 1796, Jenner carried out his famous experiment, first inoculating a young boy with cowpox, then some time later with smallpox, which he then noted to have produced no effect...He then struggled for 25 years to convince the medical establishment of the benefits of his new technique, coined vaccination in 1803, from the Latin word for cowpox, vaccina. The English parliament made vaccination compulsory in 1840. (Kedzierski, 1992). His original experiment did not constitute a very formal sample; certainly it violated most deontological codes in use to-day for experiments involving humans and provided no scientific hypothesis concerning the reasons for the success of vaccination, beyond the observation of “constant conjunction” (correlation) between “cause” and “effect”. In much of life, all we have is “constant [linear] conjunction”, to go back to Locke, Berkeley and Hume.


� In fairness, one should state that, as evidence accumulates, some formalism is often introduced to test the results of casual or simple model tests. Concerning (i), the Norwegian governement has just started to fund a study of all automobile accidents in Norway by women during the last 25 year in order to test the robustness of this relationship; concerning (ii) we are not aware of any ongoing study of the relationship between exposure to radiation at 10 000 m. and cancer risk for flight crews, although this should be a matter of importance to trade unions.


�  “Sévène's lectures (1877) at École Nationale des Ponts et Chaussées (ENPC) in Paris use the term elasticity to refer to the response of railroad passengers to changes in the price of travel. [...] The same usage appears in Tavernier (1889). Moreover, in a statistical study of the Austrian railways, the "pont" (because he had attended ENPC) engineer Wilhelm von Nördling (1886) derived a mathematical formula that expresses the elasticity relationship, although he did not give it that name...[...] It is clear that the concept of elasticity, if not the name, was familiar to French engineers before Marshall unveiled his celebrated formula in 1890." (Ekelund and Hébert, 1999).


� Reference documentation:


EDM 96, Household Mobility Surveys in a work day on 1996 in the Madrid Region. Summary Document, Madrid Transport Consortium, March 1998


Technical workshops about EDM 96, second phase: definite results, Madrid Transport Consortium, Colegio de Ingenieros de C, C y P, Fundacion Agustín de Bethencourt de la ETSICCP, 5 y 6 de Mayo de 1998
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